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1 Bernoulli Trials and Binomial Experiments

 SECTION 10.4   Bernoulli Trials and Binomial Distributions 529

natural number. We start the discussion with a particular type of experiment called a 
Bernoulli experiment, or trial.

Bernoulli Trials
If we toss a coin, either a head occurs or it does not. If we roll a die, either a 3 shows 
or it fails to show. If you are vaccinated for smallpox, either you contract smallpox or 
you do not. What do all these situations have in common? All can be classified as ex-
periments with two possible outcomes, each the complement of the other. An experi-
ment for which there are only two possible outcomes, E or E′, is called a Bernoulli 
experiment, or trial, named after Jacob Bernoulli (1654–1705), the Swiss scientist 
and mathematician who was one of the first to study the probability problems related 
to a two-outcome experiment.

In a Bernoulli experiment or trial, it is customary to refer to one of the two out-
comes as a success S and to the other as a failure F. If we designate the probability 
of success by

P1S2 = p

then the probability of failure is

P1F2 = 1 - p = q Note: p + q = 1

Uppercase “P” is an abbreviation for 
the word “probability.” Lowercase 
“p” stands for a number between 0 
and 1, inclusive.

Reminder

EXAMPLE 1 Probability of Success in a Bernoulli Trial Suppose that we roll a fair die and 
ask for the probability of a 6 turning up. This can be viewed as a Bernoulli trial by 
identifying success with a 6 turning up and failure with any of the other numbers 
turning up. So,

p = 1
6  and  q = 1 - 1

6 = 5
6

Matched Problem 1 Find p and q for a single roll of a fair die, where success 
is a number divisible by 3 turning up.

Now, suppose that a Bernoulli trial is repeated a number of times. We might try 
to determine the probability of a given number of successes out of the given number 
of trials. For example, we might be interested in the probability of obtaining exactly 
three 5’s in six rolls of a fair die or the probability that 8 people will not catch influ-
enza out of the 10 who have been inoculated.

Suppose that a Bernoulli trial is repeated five times so that each trial is com-
pletely independent of any other, and p is the probability of success on each trial. 
Then the probability of the outcome SSFFS would be

 P1SSFFS2 = P1S2P1S2P1F2P1F2P1S2 See Section 8.3.
 = ppqqp

 = p3q2

In general, we define a sequence of Bernoulli trials as follows:

DEFINITION Bernoulli Trials
A sequence of experiments is called a sequence of Bernoulli trials, or a binomial 
experiment, if

1. Only two outcomes are possible in each trial.
2. The probability of success p for each trial is a constant (probability of failure 

is then q = 1 - p).
3. All trials are independent.
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INTRODUCTION
Examples of discrete random variables can be found in a variety of everyday situa-
tions and across most academic disciplines. However, there are three discrete proba-
bility distributions that serve as models for a large number of these applications. In
this chapter we study the binomial, the Poisson, and the hypergeometric probability
distributions and discuss their usefulness in different physical situations.

THE BINOMIAL PROBABILITY
DISTRIBUTION
A coin-tossing experiment is a simple example of an important discrete random
variable called the binomial random variable. Many practical experiments result in
data similar to the head or tail outcomes of the coin toss. For example, consider the
political polls used to predict voter preferences in elections. Each sampled voter
can be compared to a coin because the voter may be in favor of our candidate—
a “head”—or not—a “tail.” In most cases, the proportion of voters who favor our
candidate does not equal 1/2; that is, the coin is not fair. In fact, the proportion of
voters who favor our candidate is exactly what the poll is designed to measure!

Here are some other situations that are similar to the coin-tossing experiment:

• A sociologist is interested in the proportion of elementary school teachers
who are men.

• A soft drink marketer is interested in the proportion of cola drinkers who
prefer her brand.

• A geneticist is interested in the proportion of the population who possess a
gene linked to Alzheimer’s disease.

Each sampled person is analogous to tossing a coin, but the probability of a “head”
is not necessarily equal to 1/2. Although these situations have different practical ob-
jectives, they all exhibit the common characteristics of the binomial experiment.

Definition A binomial experiment is one that has these five characteristics:

1. The experiment consists of n identical trials.
2. Each trial results in one of two outcomes. For lack of a better name, the one out-

come is called a success, S, and the other a failure, F.
3. The probability of success on a single trial is equal to p and remains the same

from trial to trial. The probability of failure is equal to (1 ! p) " q.
4. The trials are independent.
5. We are interested in x, the number of successes observed during the n trials,

for x " 0, 1, 2, . . . , n.

Suppose there are approximately 1,000,000 adults in a county and an unknown pro-
portion p favors term limits for politicians. A sample of 1000 adults will be chosen
in such a way that every one of the 1,000,000 adults has an equal chance of being
selected, and each adult is asked whether he or she favors term limits. (The ultimate
objective of this survey is to estimate the unknown proportion p, a problem that we
will discuss in Chapter 8.) Is this a binomial experiment?

EXAMPLE
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1. Label each of the following experiments as binomial or not binomial.

(a) A single coin is flipped repeatedly until a head is observed and x is the number of flips.

(b) Seven cards are dealt from a shu✏ed deck of 52 cards and x is the number of aces dealt.

(c) Due to a pandemic, only 1 out of every 5 customers is allowed into a particular store. Sarah visit
this store on 7 consecutive days and x is the number times she is allowed into the store.

(d) A jar contains 20 marbles: 12 red and 8 blue. Jessica selects 5 marbles from the jar simulteously
and x is the number of red marbles.

(e) A jar contains 20 marbles: 12 red and 8 blue. Jessica selects 5 marbles from the jar, replacing the
marble after each selection, and x is the number of red marbles.
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Finding Binomial Expansions Use the binomial formula to expand 1q + p2 3.

SOLUTION

 1q + p23 = 3C0q
3 + 3C1q

2p + 3C2qp2 + 3C3p
3

 = q3 + 3q2p + 3qp2 + p3

Matched Problem 4 Use the binomial formula to expand 1q + p2 4.

Binomial Distribution
We now generalize the discussion of Bernoulli trials to binomial distributions. We 
start by considering a sequence of three Bernoulli trials. Let the random variable X3 
represent the number of successes in three trials, 0, 1, 2, or 3. We are interested in the 
probability distribution for this random variable.

Which outcomes of an experiment consisting of a sequence of three Bernoulli 
trials lead to the random variable values 0, 1, 2, and 3, and what are the probabilities 
associated with these values? Table 1 answers these questions.

Table 1
 
Simple Event

Probability of 
Simple Event

X3  
x successes in 3 trials

 
P1X3 = x2

FFF qqq = q3 0 q3

FFS qqp = q2p 1 3q2p
FSF qpq = q2p
SFF pqq = q2p
FSS qpp = qp2 2 3qp2

SFS pqp = qp2

SSF ppq = qp2

SSS ppp = p3 3 p3

The terms in the last column of Table 1 are the terms in the binomial expansion 
of 1q + p2 3, as we saw in Example 4. The last two columns in Table 1 provide a 
probability distribution for the random variable X3. Note that both conditions for a 
probability distribution (see Section 8.5) are met:

1.  0 … P1X3 = x2 … 1, x ∊ 50, 1, 2, 36
2.  1 = 13 = 1q + p2 3 Recall that q + p = 1.

 = 3C0q
3 + 3C1q

2p + 3C2qp2 + 3C3p
3

 = q3 + 3q2p + 3qp2 + p3

 = P1X3 = 02 + P1X3 = 12 + P1X3 = 22 + P1X3 = 32
Reasoning in the same way for the general case, we see why the probability dis-

tribution of a random variable associated with the number of successes in a sequence 
of n Bernoulli trials is called a binomial distribution—the probability of each num-
ber is a term in the binomial expansion of 1q + p2 n. For this reason, a sequence of 
Bernoulli trials is often referred to as a binomial experiment. In terms of a formula, 
which we already discussed from another point of view (see Theorem 1), we have

EXAMPLE 4

DEFINITION Binomial Distribution
 P1Xn = x2 = P1x successes in n trials2

 = nCx pxqn - x   x ∊ 50, 1, 2,c, n6
where p is the probability of success and q is the probability of failure on each trial.

Informally, we will write P1x2 in place of P1Xn = x2.
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2. Imagine two di↵erent six-sided fair dice, called die A and die B.

• Die A has its faces labeled 1, 1, 1, 2, 2, 3.

• Die B has its faces labeled 1, 2, 2, 3, 3, 3.

Which of the following events is more likely? Why?

(a) Roll die A 5 times and roll a 2 exactly 3 times.

(b) Roll die B 12 times and roll a 3 exactly 7 times.

(c) Roll both dice simulataneously 9 times and roll doubles exactly 6 times.
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When x is the number of successes in a series of n Bernoulli trials, the mean and standard deviation for
x are as follows.

534 CHAPTER 10 Data Description and Probability Distributions

Let X be a random variable with probability distribution

xi x1 x2 c xn

pi p1 p2 c pn

In Section 8.5 we defined the expected value of X to be
E1X2 = x1p1 + x2p2 + g + xnpn

The expected value of X is also called the mean of the random variable X, often denoted 
by m. The standard deviation of a random variable X having mean m is defined by

s = 21x1 - m2 2 #  p1 + 1x2 - m2 2 #  p2 + g + 1xn - m2 2 #  pn

If a random variable has a binomial distribution, where n is the number of Bernoulli 
trials, p is the probability of success, and q the probability of failure, then the mean 
and standard deviation are given by the following formulas:

Mean:                m = np

Standard deviation:   s = 2npq

Let the random variable X3 denote the number x of successes in a sequence of 
three Bernoulli trials. Then x = 0, 1, 2, or 3. The expected value of X3 is given by

 E1X32 = 0 # P102 + 1 # P112 + 2 # P122 + 3 # P132 See Table 1.

 = 0 + 1 # 3q2p + 2 # 3qp2 + 3 # p3      Factor out 3p.

 = 3p1q2 + 2qp + p22       Factor the perfect square.

 = 3p1q + p2 2       q + p = 1

 = 3p

This proves the formula m = np in the case n = 3. Similar but more complicated 
computations can be used to justify the general formulas m = np and s = 1npq for 
the mean and standard deviation of random variables having binomial distributions.

CONCEPTUAL  INSIGHT

EXAMPLE 6 Computing the Mean and Standard Deviation of a Binomial Distribution Com-
pute the mean and standard deviation for the random variable in Example 5.

SOLUTION    n = 3  p = 1
3    q = 1 - 1

3 = 2
3

 m = np = 311
32 = 1   s = 1npq = 2311

32 12
32 ≈ .82

Matched Problem 6 Compute the mean and standard deviation for the ran-
dom variable in Matched Problem 5.

Application
Binomial experiments are associated with a wide variety of practical problems: in-
dustrial sampling, drug testing, genetics, epidemics, medical diagnosis, opinion polls, 
analysis of social phenomena, qualifying tests, and so on. We will now consider one 
application in detail.

EXAMPLE 7 Patient Recovery The probability of recovering after a particular type of opera-
tion is .5. Eight patients undergo this operation. For the binomial distribution,
(A) Write the probability function.
(B) Construct a table.
(C) Construct a histogram.
(D) Find the mean and standard deviation.
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3. Let x represent be the number of success in 20 Bernoulli trials, each with probability of success p = .85.
Find the mean (i.e. expected value) and standard deviation for x.

2 Normal Distributions
 

Figure 1: The 68-95-99.7 rule for normal distributions.

4. A machine in a bottling plant is set to dispense 12 oz of soda into cans. The machine is not perfect,
and so every time the machine dispenses soda, the exact amount dispensed is a number x with a normal
distriution. The mean and standard deviation for x are µ = 12 oz and � = 0.15 oz, respectively.
Approximate the following probabilities using the 68-95-99.7 rule.

(a) P (11.85  x  12.15)

(b) P (11.70  x  12)

(c) P (x  11.70)

(d) P (12.3  x  12.45)

(e) P (x  12 [ x � 12.45)
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